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1. Objectives

The objectives are unchanged from previous years.

2. Status of research

This research is directly related to the objectives of the AFOSR Project concerning
information infrastructure at the local, regional and global levels. The investigations put forth
here are directly in line with our original goals stated in previous years' reports. The benefits and
applications of this network extend from small, local area networks, to large information
infrastructures. Such networks may be governmental or civilian in nature. Critical government
and civilian network operations can both benefit from having network QoS guarantees.

In this effort year we extend our local level quality of service (QoS) work on waiting time
variance (WTV) problems and developed heuristic methods for weighted WTV problems. We
also draw some conclusions regarding the influencing factors of WTV. We have investigated and
began implementing a hardware implementation of our local level QoS solutions. At the regional
level, we have extended our local level QoS work to multiple machine problems. We have
completed investigating the case where the multiple machines are identical and developed
methods for scheduling jobs on these machines. At the global level we have developed a protocol
and algorithms for end-to-end QoS and began implanting a simulation to explore our protocol.

The subgroup's major effort in the past year was on theoretical and computational issues
concerning the structure, dynamics, optimization, information flow, and security in complex
networks. These are directly related to the Objectives of the AFOSR Project on information
infrastructure at the regional and global levels.

3. Accomplishments/New Findings

Research highlights of work carried out by Dr. Ye, Dr. Lai and their post-doc and student
assistants: During this reporting period, we accomplished the following:

" Developed heuristic methods for weighted WTV problems
" Made discoveries regarding the influencing factors of WTV
" Implemented our local level QoS work on a hardware router for feasibility testing
" Completed our work at the regional level on the identical parallel machine QoS problem
" Developed a protocol and algorithms for providing end-to-end QoS at the global level
" Gained an understanding of the mechanism of cascading breakdown in scale-free

networks and developed practical strategies to prevent cascading breakdowns
* Investigated jamming in gradient complex networks
" Investigated traffic flow on complex networks

Elaboration on the above accomplishments follows:

3.1 Heuristic methods for weighted WTV problems

The Weighted WTV (WWTV) minimization problem is to minimize the weighted
waiting time variance of a batch of jobs on a single resource. We have described a mathematical
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formulation of the WWTV problem, analyzed the optimal sequences of several small-size
WWTV problems and found a strong V-Shape tendency of the optimal sequences. In this
section, we will first examine the optimal sequences by enumeration for some small-size WWTV
problems. Based on the examination of optimal sequences, we proposed two methods to generate
a job sequence that aims at reducing the weighted WTV of the jobs: Weighted Verified Spiral
(WVS) algorithm and Weighted Simplified Spiral (WSS) algorithm.

WVS

Given a set of jobs P = {J(, J 2,... ,J,} to process on a single resource, the processing
time of job J, isp, and its weight isv, correspondingly, i from 1 to n.

1. To start, sort the job set P toP'= {J'1 ,J'2 ..... J',} such that P' j-, i < j. The

V) VJ

initial job sequence Q has no jobs in it, and there are n jobs in the job pool P' to be
scheduled.

2. Remove jobs J'X1 , J'- , and J', from the job pool P' and put to the job sequence Q
as 2 = {J,_, J,, Jj, }. Define sub sequences R and L such as R = L = L2. Job pool P'

becomes {J' 2 IJ'3 ,. . I,J'n-2 }"

3. Remove the job with the largest weighted processing time from the right side of the
job pool P'. Try to place the job exactly before jobJ' in sub sequence R and
calculate the weighted waiting time variance WWTVL. Try to place the job exactly
after jobJ'1 in R and calculate the weighted waiting time varianceWWTVR. If
WWTVL is less thanWWTVR let job sequence 0 = L ; otherwise 0 = R. Update sub
sequences L and R such as R = L = (2.

4. Repeat Step 3 until the job pool is empty and get the job sequence 0.

WSS

We notice that WVS needs to calculate WWTV of sub sequences R and L to decide the
insertion position of each job in step 3 which adds the computational cost. Hence, we develop
WSS, which needs less computation as follows:

A < Li
P'={Ji'l,J't2, ,J'n} su) Iht' v < h

1. To start, sort the job set P to such that , The
initial job sequence Q has no jobs in it, and there are n jobs in the job pool P' to be
scheduled. Define empty sub sequence L and R.

2. Remove the job with the largest weighted processing time from the right side of the
job pool P', insert it to the head of the sub sequence R.

3. Remove the job with the largest weighted processing time from the right side of the
job pool P', append it to the tail of the sub sequence L.

4. Repeat step 2 and 3 till the job pool is empty. The final job sequence 9 is the union
of sub sequences L and R as C = L + R.
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Job sequence Q by WSS has the structure as { J',-l ,J'n-3 ,...,J'n-2 ,'n }. We can see that
WSS is more efficient than WVS with respect to the computational cost since it doesn't need to
compute WWTV in each step.

We test the performance of WVS and WSS algorithms and compare them with First-In-
First-Out (FIFO) and Weighed Shortest Processing Time first (WSPT). The testing results reveal
that WVS and WSS methods are able to reduce WWTV compared with existing scheduling
methods FIFO and WSPT. WSS can be applied to practical computers and network due to its
computational efficiency and comparable performance to that of WVS.

3.2 Influencing factors of WTV

In a previous study, we noticed that in addition to scheduling methods, the characteristics
of the jobs, particularly the distribution of the processing times and sum of processing times
(SOPT), impact WTV. Thus, we investigated the relationships among these factors and WTV.
We found that there exists a quadratic relationship between the SOPT of a batch of jobs and
WTV using 4 previously described scheduling methods: FIFO, SPT, Verified Spiral (VS) and
Balanced Spiral (BS). We developed a mathematical formula to calculate the expected WTV for
a batch of jobs whose processing times follow a given distribution. We discovered centralized
mean WTV phenomena for normally and uniformly distributed problems using FIFO or SPT
scheduling methods. We found a law of WTV variability that the problems with higher variation
yield WTV with higher variation. We observed mean WTV shift phenomena that BS and VS
scheduling methods are effective to reduce WTV compared to FIFO and SPT by producing
smaller mean WTV.

Our findings of the factors influencing WTV are useful to systems administrators of
computers and networks or anywhere WTV is concerned. With the understanding of the
relationships between SOPT, distributions of the processing times of the jobs, scheduling
methods and WTV, the system administrators could predict the mean WTV of the jobs, choose
appropriate scheduling methods, and configure Admission Control schemes to achieve desirable
WTV.

3.3 Local level implementation for feasibility testing

To show the feasibility and performance of our local level QoS algorithms, we implement
them on a research router using the Intel IXP1200 network processor. The router is able to run
both algorithms for minimizing the WTV of jobs arriving for service. In initial experiments we
process 1,000 packets in the router grouped in batches of size 10. Our results show that the WTV
for a batch under the FCFS scheme with no admission control is 44,645. With BSAC added for
admission control, and still using FIFO scheduling, we get a better WTV of 43,433. When we
add BSAC and BS together, the WTV reduces even more to 36,770.

Thus, we find that our initial tests of implementing our methods on real hardware show
that the algorithms are feasible and can improve performance with respect to minimizing job
WTV. The details of our implementation, extended experimental results, and further analysis on
performance metrics, such as WTV and running time, will be reported in future publications.
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3.4 Identical parallel machine QoS problem

Since the identical parallel machine CTV and WTV problems are NP-complete, the use
of a heuristic algorithm for computational efficiency is justified. We developed five heuristic
algorithms for the identical parallel machine WTV problem: FIFO+VS, SPT+VS, LPT+VS,
DVS and DBS. We compare these five algorithms with FIFO, SPT and LPT alone. These 8
algorithms are described here.

1. FIFO (First-In-First-Out)
FIFO is considered in this study because it is one of the most commonly used dispatching
rules in scheduling and is widely used for a variety of Internet services. In FIFO, we
assume the jobs arrive in a random order and all jobs have arrived. All machines are idle
at the beginning. The first job is served by an idle machine. The next job will be served
by another idle machine. If all machines are busy, then the next job will be served on a
machine that becomes free next. That is, in FIFO both job dispatching to machines and
job scheduling on each machine follow the FIFO order.

2. SPT (Shortest Processing Time)
SPT is presented here because it is optimal to a related measure as presented in Pinedo,
1995. In the SPT heuristic, jobs are first sorted in increasing order of their processing
times. The smallest m jobs are assigned to the first position on each machine, and then
whenever a machine is freed, the next smallest job is assigned to that machine. That is,
both job dispatching to machines, and scheduling on each machine, follow the order of
SPT first.

3. LPT(Longest Processing Time)
LPT is considered in this study because it is also optimal to a related measure. In LPT
jobs are sorted in a decreasing order of their processing times. The largest m jobs will be
assigned to the first position on each machine, and then whenever a machine is freed, the
next largest job will be assigned to that machine. Hence, in LPT, job dispatching to
machines and job scheduling on each machine follows the order of LPT first.

4. FIFO+VS (FIFO + Verified Spiral)
FIFO+VS is shown in Figure 2.

5. SPT+VS (SPT + Verified Sprial)
This is similar to FIFO + VS except that FIFO is replaced by SPT for job dispatching to
machines in Step 1.

6. LPT+VS (LPT + Verified Sprial)
This is similar to FIFO + VS except that FIFO is replaced by LPT for job dispatching to
machines in Step 1.

7. DVS (Dynamic Verified Spiral)
DVS checks and compares the waiting time variances from the possible assignments of a
given job to a possible machine. The DVS heuristic is presented in Figure 3.

8. DBS (Dynamic Balance Spiral)
DBS is similar to DVS except that VS is replaced by BS to schedule the jobs assigned to
each machine i eM. The BS method is shown in Figure 4.

We compare these heuristics for six small-size WTV problems, where WTVD is the
Waiting Time Variance Deviation from the optimal solution and WTMD is the Waiting Time
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Mean deviation from optimal. We find the optimal solution by enumerating all possible
schedules. For each problem, FIFO, SPT and LPT are the worst among all the heuristics in
waiting time variance. However, a significant improvement is made when VS is added to these
three heuristics. DVS has the best performance in waiting time variance among all heuristics, and
in 2 out of 6 problems it gives the optimal solution. The performance of DBS is very close to
DVS, and DBS gives the optimal solution for one out of six problems.

We performed further testing on large size problems. The testing results showed that
DVS gives the best performance in waiting time variance among all the heuristics for both small-
and large-size problems. SPT+VS, LPT+VS and DBS also give good results in waiting time
variance with significantly less computation complexity.

3.5 Protocol and algorithms for providing end-to-end QoS

We first define and formalize the end-to-end QoS assurance problem. Next, we introduce
a simulation design to investigate the application of our research work at the local and regional
levels to this global QoS problem.

Definition and formulation of the end-to-end QoS assurance problem

We define end-to-end QoS assurance as a fixed path problem of self-interest only. Given
the following, determine the arrival time of each flow at each hop along the path of the flow:

a. n flows
b. a fixed end-to-end path of each flow
c. end-to-end timeliness target of each flow
d. m resources required by all n flows
e. service capacity and waiting time at each resource from local-level and regional-

level QoS models
We make the fixed path assumption based on existing evidences of a stable primary path

of an end-to-end flow. For more than 50% of destinations there is only one dominant path, and
for 25% of destinations there are exactly two domain-level paths (Govindan and Reddy, 1997).
The reason for this is that routing policy is usually set by bi-lateral transit agreements. In most
cases, a domain keeps a primary and a back-up transit to a collection of destinations. It is also
shown that the likelihood of observing a dominant route is 82% at the host level, 97% at the city
level and 100% at the autonomous system (AS) level (Paxson, 1996). In EGP (Exterior Gateway
Protocol) for inter-AS routing, almost 90% of recorded updates contain close to 0% new
information, indicating stable routes (Chinoy, 1993). The Border Gateway Protocol (BGP),
contains only incremental updates. Injecting just 10% of the total inter-AS reachability
information (about 200 entries) into the inter-AS routing permits the forwarding of at least 85%
of the transit traffic without resorting to encapsulation (Rekhter and Chinoy, 1992) More than
80% of prefixes are reachable through a primary path for more than 95% of time.

In our ongoing work we consider subproblems of the fixed path problem of self-interest
only. First, we allow each flow to determine its own arrival time by considering shortest possible
time along with slack time. Next, we resolve timing conflicts at each resource while making the
slack time of each flow > zero. And finally, coordinate the resolutions at various resources. We
also consider finding solutions for the open path problem. Such as assuring end-to-end QoS of
some flows, expanding the set of m resources by pursuing alternative paths for those flows.
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Subproblems here include selecting alternative resources for those flows and solving a fixed path
problem with an expanded set of resources. For both fixed and open path problems, we consider
self-interest and global interest of minimizing global traffic congestion (e.g., minimizing traffic
bottlenecks).

A Job Reservation and Execution Protocol

To address the end-to-end QoS assurance problem, we incorporate our work at the local
and regional levels. Consider a network where variance in job waiting times is minimized. The
processing time of a job depends on its size and can be calculated. By minimizing waiting time
variance, we can predict the completion time (waiting time + processing time) of a job at each
point in a network. Our network model considers only high priority jobs and assumes low
priority jobs are handled whenever resources are idle.

In addition to incorporating our work at the local and regional levels, our experimental
framework uses the concept of path reservation, as seen in the Resource ReSerVation Protocol
(RSVP) proposal (Braden et al., 1997). However, we aim to overcome some problems with
RSVP. We briefly overview RSVP and our protocol.

RSVP reserves a path for a flow on the Internet. This reservation is made at intermediate
routers along the path. After a reservation for a flow is made, the jobs (in the form of a set of
individual packets) in that flow travel along the reserved path. The idea behind this method is
that by reserving resources to manage a flow, its QoS requirements can be assured. Some of the
key points to RSVP are:

I. RSVP is receiver oriented, i.e., the receiver initiates the reservation request.
2. RSVP does not perform its own routing; it uses underlying routing protocols to determine

where it should carry reservation requests, i.e., RSVP runs on top of the Internet Protocol.
3. Once the path is determined, the receiver sends a RESV packet with the bandwidth

requirement along the determined path.
4. Each intermediate node on the path then makes a decision about accepting or rejecting

the RESV request.
a. Fail - NACK or error sent to the originator of the RESV packet.
b. Success - set parameters in packet classifier and packet scheduler to achieve

required QoS.

Our protocol is also based on path reservation and incorporates our work at the local and
regional levels to minimize the variance of job waiting times at each point along the reserved
path. We briefly outline the two phases (probe and job) of our protocol.

1. Probe Phase:
a. At the source node, find the best path among n possible paths based on historic

information and current state information. The source node subscribes to the
historic performance and current state information from intermediate routers
along n possible paths.

7



b. Source initiated: source sends a probe packet along the best path. The probe
packet carries the parameters (job id, start_time, J, Dee), where J is the job
(packet) size, Dee is the end to end delay requirement.

c. Every intermediate router i has three parameters (By, Pi, D,), where By is the size
of batch j at the router, Pi is the processing power of the router, D, is the max
(worst) possible delay that a packet can experience at this router. Each router also
maintains a variable B .esid.ul that keeps track of how much resource is left at the
router as reservations are made.

d. For each router i, upon receiving a probe packet:
If (Bresidual >- J),

Dee = Dee - Di

If (Dee>O)
Forward probe packet
Bresidual=Bres,duat- J

Add (ob_id, probe_reply_timeout) to reservation list of batchj.
Else

drop probe packet
(probe reply_timeout = arrival time + timeout based on the avg roundtrip time)

e. Upon destination receiving a probe packet:
If (Dee-transportation time of the probe packet per job size unit * job size > 0)

Return probe_reply packet
Else

Drop probe packet
f. For each router i,

If (probe_reply packet not received by the time probe_reply_timeout)
Drop the corresponding job from the list ofjobs scheduled for batchj.

If (probe_reply packet arrives without a correspondingjob_id in the list)
Drop probe-reply packet

g. Source receives the probe-reply packet and enters Job Phase
2. Job Phase:

a. Source sends the job (packets) along the reserved path
b. Each intermediate router i, receiving the job checks to see if the job is in the job

list for batchj
a. If yes

i. If the complete job arrives within its corresponding batch start
time, schedule the job using BS

ii. If the job does not arrive before its corresponding batch's start
time, drop the job from high priority queue

b. Ifno
i. Keep the job in the best-effort queue

From the brief outline given, observe that our protocol assumes admission control in
batches. For this we use the BSAC method from our local and regional level work. During the
job phase, jobs are scheduled using the BS algorithm from our local and regional level work to
minimize the waiting time variance of jobs, which gives us the ability to determine the amount of
time it will take a job to travel along a path, because we can compute its completion time at each
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router along the path (waiting time+processing time). Without stabilizing the waiting time
variance, it would not be possible to make close predictions of the completion time at each point,
thereby complicating the issue of maintaining timing along the path.

Our method uses a type of resource reservation that is different than RSVP. We compare
our method to that of RSVP and list some of the main advantages of our method:

1. Non-Persistent reservation. RSVP reserves a path for an entire flow, we make the
reservation for a specific job (set of packets) in a flow. Some advantages of this are:
a. Resources are not wasted if the flow is not active. Consider the case of Voice over IP

(VoIP) where there are distinct active and inactive periods. If we consider an active
period as a job, then RSVP reserves the path for the duration of the call, whereas our
protocol only reserves the path during the active periods.

b. We target all types of applications, and the reservations are therefore valid only as
long as they are needed irrespective of whether it's a short-term or a long-term
connection.

c. We may know all of the characteristics of a job, but not of a flow which has
characteristics that may change over time.

2. Less State Info: Unlike RSVP, we store less state information. We store state information
corresponding to two batches, the current batch and the next batch. The state information
includes only job ids and the residual capacity of a batch.

3. Parallels Routing Algorithm: RSVP runs on top of IP. Our solution is integrated parallel
to the routing algorithm to incorporate adjustments based on network dynamics. For
example, a path that was good at the beginning of a VolP session may at some point
become congested. In our solution, a new path may be selected mid-session since path
selection is done on a per job (active period) basis.

4. Light weight and Distributed: Our solution is light weight as it does not carry much state
information and distributed as each router makes its own independent decision about
accepting or rejecting a job.

One of the key benefits of our method is reducing resource wastage in a reservation.
There are 3 ways to look at reserving paths. Reservation per packet, reservation per job (our
method) and reservation per flow (RSVP). The first case, per packet, is clearly impractical as the
reservation mechanism would significantly slow down network traffic. The last case, per flow,
wastes too much resource along a path when a flow is inactive. We attempt to find a middle
ground between the two by defining a job (set of packets) and making the reservation for that
job.

Since we consider a network based on BSAC, we investigate batch sizes with respect to
the number of packets in a job. The size of a batch is a variable that can be changed, adding
flexibility to the framework. Another variable is the number of batches to reserve (persistence of
reservation). For this, we consider the following optimization problem:

1. Let Cprobe, i be the cost of sending probe i
2. Let Cre,,i be the cost of holding reservation for batch i
3. Let y be the optimum reservation persistance
4. Let aj be the number of packets in job i

5. Minimize E (a, / y) * C probeJ + (y - a, %y) * Crew.
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6. s.t. y>l

Our proposed solution is currently in development. The ideas presented here are
preliminary. We do not claim this as a complete solution for solving end-to-end QoS. However,
we aim to provide a solution that is flexible, proactive, and secure. Flexibility is inherent in the
variable parameters we allow (path selection, batch size, persistence of reservation) and the
ability to change these parameters dynamically. As an example of proactive, consider sending
packets in a flow, and stopping the flow after finding its QoS cannot be met (reactive), we do not
release packets for a job until we know the QoS can be met (proactive). Our solution is more
secure in that various "pieces" of a flow may not travel along the same path, thereby increasing
the difficulty in eavesdropping. The use of BSAC and BS allows the overall benefits of time
synchronization on a network, for which the implications are numerous.

In addition to the benefits we are continuing to explore, we also consider the tradeoffs.
Obviously adding such synchronization and reservation to a network will consume resources and
add processing time. Our ongoing efforts consider the advantages of our solution and weigh
them against the shortcomings. We view this problem from a framework point of view, and are
not currently actively trying to integrate it into existing protocols on the Internet.

3.6 Cascading breakdown in scale-free networks

Complex networks arising in many natural and man-made systems are scale-free in that
their connectivity (or degree) distributions follow an algebraic law. In such a network, a small
subset of nodes can be significantly more important than others. From the standpoint of security,
this means that the network can be fragile as attack on one or few nodes in this group can have a
devastating effect. In particular, considering that those nodes typically handle a substantial
fraction of loads necessary for the normal operation of the network, an attack to disable one or
few of these nodes means that their loads will be redistributed to other nodes. Because the
amount of the redistributed loads can be large, this can cause other nodes in the network to fail, if
their loads exceed their capacities, which in turn causes more loads to be redistributed, and so on.
This cascading process can continue until the network becomes totally disintegrated. Indeed,
simulations show, for instance, that for a realistic power-grid network, attack on a single node
can disable more than half of the nodes, essentially shutting down the network.

By utilizing a prototype cascading model, we previously determined the critical value of
the capacity parameter below which the network can become disintegrated due to attack on a
single node. A fundamental question in network security, which had not been addressed
previously but may be more important and of wider interest, is how to design networks of finite
capacity that are safe against cascading breakdown. We derived an upper bound for the capacity
parameter, above which the network is immune to cascading breakdown. Our theory also yields
estimates for the maximally achievable network integrity via controlled removal of a small set of
low-degree nodes. The theoretical results are confirmed numerically.

Cascading breakdown of complex network can be catastrophic in a modem society. Our
work represents a step toward understanding the dynamical mechanism of cascades and devising
protective schemes in this important area of network security.
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3.7 Jamming in gradient complex networks

In networks such as the Internet, the financial-trade network, the neuronal system, the
power-grid, metabolic network, etc., the flow properties of the transported entities (such as
information, energy, chemicals, etc) become of primary interest. In particular, flow congestion,
or jamming, and its dynamical relation to network structure has become a topic of recent
investigation. The detailed mechanism for traffic flow varies from case to case, depending on the
particular process in the network under consideration. For instance, in a neural network, flow of
information is accomplished by the propagation and firing of electrical pulses. In the Internet,
digital information flows according to a set of computer instructions. In a social network, rumor
propagates along the routes established based on personal and/or professional relationships
among individuals in the network. To be able to consider various networks in a general
framework, it is reasonable to hypothesize the existence of a gradient field that governs the
information flow on the network.

We investigated, analytically and numerically, under what conditions jamming in
gradient flows can occur in random and scale-free networks. We found that the degree of
jamming typically increases with the average connectivity of the network. A crossover
phenomenon was uncovered where for relatively small average connectivity, scale-free networks
have a higher level of congestion than random networks, while the opposite occurs for large
connectivity. Our work indicated that the average network connectivity plays an important role
in determining the susceptibility of scale-free networks to jamming as compared with random
networks. For networks where the average connectivity is small, scale-free networks are more
prone to jamming than random networks with the same average connectivity. Since most realistic
networks have connectivities that fall in our "'small" regime, our result should be relevant. To
ensure free information flow in complex networks is important and of broad interest to a variety
of disciplines. Our results can be useful for understanding how jamming occurs and for devising
strategies to minimize jamming in complex networks.

3.8 Onset of traffic congestion in complex networks

Free, uncongested traffic flows on networks are critical for a modern society as its normal
and efficient functioning relies on such networks as the internet, the power grid, and
transportation networks, etc. To ensure free traffic flows on a complex network is naturally of
great interest. One approach to addressing this important problem is modeling. Our particular
interest is to understand under what conditions traffic congestions can occur on a complex
network and to explore possible ways of control to alleviate the congestions. The models we
have constructed are based on the setting of information transmission and exchange on the
internet. There have been many previous works in this direction. A basic assumption used in
these studies was that the network possesses a regular and homogeneous structure. Recent works
have revealed, however, that many realistic networks including the internet are complex with
scale-free and small world features. It is thus of paramount interest to study the effect of network
topology on traffic flow, which is the key feature that distinguishes our work from the existing
ones.

We developed two models for traffic flow on complex networks, taking into account the
network topology, he information-generating rate, and the information-processing capacity of
individual nodes. For each model, we studied four types of networks: scale-free, random, regular
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networks and Cayley trees. In the first model, the capacity of packet delivery of each node is
proportional to its number of links, while in the second model, it's proportional to the number of
shortest path passing through the node. We found, in both models, there is a critical rate of
information generation, below which the network traffic is free but above which traffic
congestions occur. Theoretical estimates were obtained for the critical point. For the first model,
scale-free networks and random networks were found to be more tolerant to congestion. For the
second model, the congestion condition is independent of network size and topology, suggesting
that this model may be practically useful for designing communication protocols.

While our model was developed for computer networks, we expect it to be relevant to
other practical networks in general, such as the postal service network or the airline
transportation network. Our studies may be useful for designing new communication protocols
for complex networks.
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